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Background

Existing scholar profiling:

• (a) The standard indicator and list view 

exemplified by Google Scholar

• (b,c) Bibliometric networks:

• the co-authorship network

• the co-citation network

How to arrange a scholar’s academic data to best represent his/her scientific impact?
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Background

Scholar profiling should consider the following requirements:

• (a) Structured-context: the complex academic data of a single 

scholar should be integrated into a structured representation.

• (b) Scholar-centric: the profile should focus on the target scholar 

only.

• (c) Evolution-rich: the profile should track the evolution of a 

scholar’s scientific impact.

Our idea: GeneticFlow

self-citation graph

effective in profiling the innovation flows of a scholar
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GeneticFlow Framework

GeneticFlow (GF):
A timed, self-citation graph composed of 

all the papers with impact-oriented paper 

attributes. (structured-context profiling)

- Core paper: infer the set of core papers to 

be most representative to scientific impact.

- Core citation: detect the set of self-

citations that truly represent the evolution.

Case: 

I and II have the same citations, h-index, 

and paper count. 

The scholar on the top is analytically of 

higher impact than the one on the bottom, 

with a well-connected, sufficiently-sized, 

and highly-cited core GF profile in the 

foreground.
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GeneticFlow Framework

Problem:

The problem is defined as finding the subgraph 𝐺∗ of 𝐺 that 

best represents the impact of the scholar.

How to find the subgraph?
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Contextual Scholar Profiling

Detect core paper s

The scholar should make a significant contribution to these papers.

• Assumption 1 (author order): A paper’s contribution is unequally 

credited to all authors by author order unless the paper is 

alphabetically ordered.

• Assumption 2 (advisor-advisee credit sharing): An author’s 

contribution to the paper is also credited to his/her advisor if only:    

a) the advisor is a co-author of the paper; and b) the advisor-advisee 

relationship is active at the publication date of the paper.

• Theorem (author contribution): On any paper 𝑣 published at time 𝑡, 
the probability for the 𝑘th author 𝑎𝑘  to contribute significantly can be 

estimated by
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Contextual Scholar Profiling

• Advisor-advisee detection: 

The advisor of an advisee in a research field at time 𝑡 is characterized as 

an experienced researcher in the field (D1), 

who supervised a sufficient number and ratio of major papers by the 

advisee (D2) 

in a sufficiently long time (D3) 

on the early career of the advisee in the field (D4). 
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Contextual Scholar Profiling

Detect core citations (extend-type citations)

The author uses cited work as basis or starting point. And the new work 

will probably be an evolution of the scholar’s research ideas.

• We use the supervised learning to infer core citations. We manually 

annotate extend type citations and create the training dataset.

Standard annotation process

leading to a dataset 

of 222/1604 

positive/negative 

extend-type citation 

samples.
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Contextual Scholar Profiling

• Hand-craft four categories of 20 features (Ft) interpretable for 

extend-type citation inference.

• Performance of extend-type citation inference using various 

classifiers, feature sets, and the comparison with literature.               

We select the Extra-Tree model as the final classifier.
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Evaluation

• The proposed GF profiling method is mainly applied to MAG, which 

covers 237M papers from all science areas, 240M authors, and 1.63B 

citations.

• To validate the effectiveness of GF profiling, we consider the task of 

inferring major scientific award recipients. 

• We select 8 sub-fields of CS. In each field, we only consider the 

highest-class technical achievement/innovation awards plus ACM 

fellow and Turing award. And we sample 200 scholars including 50 

award recipients and 150 other scholars. 
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Evaluation

• To apply GF methods to 

downstream tasks, we 

introduce graph neural 

network (GNN) models to 

learn high performance 

representation of profiling 

results.

• Node attributes: 

the paper’s total citation count, 

the publication date, 

the scholar’s order in the paper, 

the paper’s topic vector.
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Evaluation

F1 measure in the award inference task using GeneticFlow and alternative methods.

The performance of full/core GF profiles with varying edge percentages.
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Evaluation

Case studies: https://vimeo.com/795348791/
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Thanks for listening!
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